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Abstr act

Thi s docunent describes the nmessages and procedures of the Negative-
ACKnow edgrment (NACK) Oriented Reliable Milticast (NORM protocol
This protocol can provide end-to-end reliable transport of bul k data
objects or streams over generic IP nulticast routing and forwarding
services. NORM uses a selective, negative acknow edgnent nechani sm
for transport reliability and offers additional protocol nechanisns
to allow for operation with minimal a priori coordination anong
senders and receivers. A congestion control schene is specified to
all ow the NORM protocol to fairly share avail abl e network bandw dth
with other transport protocols such as Transm ssion Control Protoco
(TCP). It is capable of operating with both reciprocal nulticast
routi ng anong senders and receivers and with asymmetric connectivity
(possibly a unicast return path) between the senders and receivers.
The protocol offers a nunber of features to allow different types of
applications or possibly other higher-level transport protocols to
utilize its service in different ways. The protocol |everages the
use of FEC-based (forward error correction) repair and other |ETF
Rel i abl e Mul ticast Transport (RMI) building blocks in its design
Thi s docunent obsol etes RFC 3940.

Status of This Menp
This docunent specifies an Internet standards track protocol for the
Internet conmmunity, and requests discussion and suggestions for
i mprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardi zati on state
and status of this protocol. Distribution of this neno is unlimted.
Copyright Notice

Copyright (c) 2009 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved.
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This docunent is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
described in the BSD License.

This docunment may contain material from|ETF Docunents or |ETF
Contributions published or made publicly avail abl e bef ore Novenber
10, 2008. The person(s) controlling the copyright in sonme of this
materi al may not have granted the IETF Trust the right to all ow

nodi fications of such material outside the | ETF Standards Process.
Wt hout obtaining an adequate license fromthe person(s) controlling
the copyright in such materials, this docunent may not be nodified
outside the | ETF Standards Process, and derivative works of it may
not be created outside the | ETF Standards Process, except to fornmat
it for publication as an RFC or to translate it into |anguages other
t han Engli sh.
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1

I ntroduction and Applicability

The Negati ve- ACKnow edgrment (NACK) Oriented Reliable Milticast (NORM
protocol can provide reliable transport of data fromone or nore
senders to a group of receivers over an IP nulticast network. The
primary design goals of NORM are to provide efficient, scalable, and
robust bulk data (e.g., conputer files, transm ssion of persistent
data) transfer across possibly heterogeneous | P netwrks and
topol ogi es. The NORM protocol design provides support for
distributed nulticast session participation with mniml coordination
anong senders and receivers. NORMallows senders and receivers to
dynanmically join and |l eave nulticast sessions at will with mnim
overhead for control information and tining synchronization anong
participants. To accomobdate this capability, NORM protocol nessage
headers contain some conmon information allow ng receivers to easily
synchroni ze to senders throughout the lifetime of a reliable

mul ticast session. NORMis self-adapting to a wide range of dynanic
network conditions with little or no pre-configuration. The protoco
is tolerant of inaccurate timng estinmations or |ossy conditions that
can occur in many networks including nmobile and wireless. The
protocol can al so converge and naintain efficient operation even in
situations of heavy packet |oss and | arge queuing or transm ssion

del ays. This docunment obsol etes the Experinental RFC 3940

speci fication.

This docunent is a product of the | ETF RMI working group and foll ows
the guidelines provided in the Author Guidelines for Reliable

Miul ticast Transport (RMI) Building Blocks and Protocol Instantiation
docunent s [ RFC3269].

Statenent of |ntent

This meno contains the definitions necessary to fully specify a
Reliabl e Mul ticast Transport protocol in accordance with the criteria
of IETF Criteria for Evaluating Reliable Miulticast Transport and
Application Protocols [RFC2357]. The NORM specification described in
this docunent was previously published in the Experinental Category

[ RFC3940]. It was the stated intent of the RMI working group to re-
submit this specifications as an | ETF Proposed Standard in due
course. This Proposed Standard specification is thus based on RFC
3940 and has been updated according to accunul ated experi ence and
growi ng protocol maturity since the publication of RFC 3940. Said
experience applies both to this specification itself and to
congestion control strategies related to the use of this
specification. The differences between RFC 3940 and this docunent
are listed in Section 10.

Adanson, et al. St andards Track [ Page 4]



RFC 5740 NORM Pr ot ocol Novenmber 2009

1.1. Requirenments Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

1.2. NORM Data Delivery Service Mdel

A NORM protocol instance (NornfSession) is defined within the context
of participants comunicating connectionless (e.g., Internet Protocol
(I'P) or User Datagram Protocol (UDP)) packets over a network using
pre-determ ned addresses and host port nunbers. Generally, the
partici pants exchange packets using an I P nulticast group address,
but uni cast transport MAY al so be established or applied as an
adjunct to multicast delivery. |In the case of nmulticast, the

partici pati ng NormNodes wi |l conmuni cate using a comon | P nulticast
group address and port nunber chosen via neans outside the context of
the given NornBession. Qher existing | ETF data format and protocol
standards MAY be applied to describe and convey the necessary a
priori information for a specific NornSession (e.g., Session
Description Protocol (SDP) [RFC4566], Session Announcenent Protocol
(SAP) [RFC2974], etc.).

The NORM protocol design is principally driven by the assunption of a
single sender transmitting bulk data content to a group of receivers.
However, the protocol MAY operate with nultiple senders within the
context of a single NornSession. In initial inplenentations of this
protocol, it is anticipated that nultiple senders will transmnit

i ndependently of one another and receivers will maintain state as
necessary for each sender. In future versions of NORM it is

possi bl e sone aspects of protocol operation (e.g., round-trip tinme
collection) will provide for alternate nodes allow ng nore efficient
performance for applications requiring nultiple senders.

NORM provides for three types of bulk data content objects
(NormObj ects) to be reliably transported. These types include:

1. static conputer nenory data content (NORM OBJECT_DATA type),
2. conputer storage files (NORM OBJECT FILE type), and

3. non-finite streans of continuous data content (NORM OBJECT STREAM
type).

The distinction between NORM OBJECT_DATA and NORM OBJECT_FILE is
simply to provide a hint to receivers in NornSessions serving
multiple types of content as to what type of storage to allocate for
received content (i.e., nenory or file storage). Oher than that
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distinction, the two are identical, providing for reliable transport
of finite (but potentially very large) units of content. These
static data and file services are anticipated to be useful for

mul ti cast - based cache applications with the ability to reliably
provide transmi ssion of large quantities of static data. Oher types
of static data/file delivery services m ght nmake use of these
transport object types, too. The use of the NORM OBJECT_ STREAM type
is at the application s discretion and could be used to carry static
data or file content also. The NORMreliable stream service opens up
additional possibilities such as serialized reliable nessaging or

ot her unbounded, perhaps dynamically produced content. The

NORM OBJECT_STREAM provi des for reliable transport anal ogous to that
of the Transnission Control Protocol (TCP), although NORM receivers
will be able to begin receiving streamcontent at any point in tine.
The applicability of this feature will depend upon the application

The NORM protocol also allows for a snmall amount of out-of-band data
(sent as NORM | NFO nessages) to be attached to the data content
objects transnitted by the sender. This readily avail able out-of-
band data allows mnulticast receivers to quickly and efficiently
determine the nature of the corresponding data, file, or stream bulk
content being transmitted. This allows application-Ilevel control of
the receiver node’s participation in the current transport activity.
This also allows the protocol to be flexible with m ninal pre-

coordi nati on anong senders and receivers. The NORMINFO content is
atonmic in that its size MUST fit into the payl oad portion of a single
NORM nessage.

NORM does NOT provide for gl obal or application-level identification
of data content within its nessage headers. Note the NORM I NFO out -
of - band data nechani sm can be | everaged by the application for this
purpose if desired, or identification can alternatively be enbedded
within the data content. NORM does identify transmtted content
(NormDbj ects) with transport identifiers that are applicable only
while the sender is transmtting and/or repairing the given object.
These transport data content identifiers (Normfransportlds) are
assigned in a nonotonically increasing fashion by each NORM sender
during the course of a NornSession. Participants, including senders,
in NORM protocol sessions are also identified with unique identifiers
(Nor mNodel ds). Each sender nmaintains its Normlransportld assignments
i ndependently and thus individual NornmCbjects can be uniquely
identified during transport by concatenation of the session-uni que
sender identifier (NornNodeld) and the assigned Norniransportlid. The
Nor miTr ansportlds are assigned froma large, but fixed, numeric space
in increasing order and will be reassigned during long-1ived
sessions. The NORM protocol provides nechani sns so the sender
application can term nate transm ssion of data content and informthe
group of this in an efficient manner. Qher sinilar protocol contro
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mechani snms (e.g., session term nation, receiver synchronization
etc.) are specified so reliable multicast application variants can
realize different, conplete bulk transfer conmunication nodels to
nmeet their goals.

To sumari ze, the NORM protocol provides reliable transport of
different types of data content (including potentially mxed types).
The senders enqueue and transmt bulk content in the formof static
data or files and/or non-finite, ongoing streamtypes. NORM senders
provide for repair transmni ssion of data and/or FEC content in
response to NACK nessages received fromthe receiver group

Mechani sns for out-of-band i nformati on and other transport contro
mechani snms are specified for use by applications to form conplete
reliable multicast solutions for different purposes.

1.3. NORM Scal ability

Group comunication scalability requirenents |lead to adaptation of
NACK- based protocol schenes when feedback for reliability is needed

[ RnConparison]. NORMis a protocol centered around the use of

sel ective NACKs to request repairs of nissing data. NORM provides
for the use of packet-level forward error correction (FEC) techniques
for efficient nulticast repair and OPTI ONAL proactive transm ssion
robust ness [ RFC3453]. FEC-based repair can be used to greatly reduce
the quantity of reliable nmulticast repair requests and repair

transm ssions [ MipTool kit] in a NACK-oriented protocol. The
principal factor in NORM scalability is the volune of feedback
traffic generated by the receiver set to facilitate reliability and
congestion control. NORM uses probabilistic suppression of redundant
f eedback based on exponentially distributed random backoff tiners.
The performance of this type of suppression relative to other

techni ques is described in [ Mcast Feedback]. NORM dynamically
nmeasures the group’s round-trip timng status to set its suppression
and other protocol tinmers. This allows NORMto scale well while

mai ntaining reliable data delivery transport with |ow | atency
relative to the network topology over which it is operating.

Feedback nessages can be either nulticast to the group at |large or
sent via unicast routing to the sender. 1In the case of unicast

f eedback, the sender relays the feedback state to the group to
facilitate feedback suppression. |In typical Internet environnents,
the NORM protocol will readily scale to group sizes on the order of
tens of thousands of receivers. A study of the quantity of feedback
for this type of protocol is described in [NornFeedback]. NORMis
able to operate with a smaller anount of feedback than a single TCP
connection, even with relatively | arge nunbers of receivers. Thus,
dependi ng upon the network topology, it is possible for NORMto scal e
to larger group sizes. Wth respect to conputer resource usage, the
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NORM pr ot ocol does not need state to be kept on all receivers in the
group. NORM senders maintain state only for receivers providing
explicit congestion control feedback. However, NORM receivers need
to maintain state for each active sender. This can constrain the
nunber of sinultaneous senders in sone uses of NORM

1.4. Environnmental Requirenments and Consi derations

Al of the environnmental requirements and considerations that apply
to the "Miulticast Negative- Acknow edgnent (NACK) Buil di ng Bl ocks"

[ RFC5401], "Forward Error Correction (FEC) Building Bl ock" [ RFC5052],
and "TCP-Friendly Milticast Congestion Control (TFMCC) Protoco

Speci fication" [RFC4654] al so apply to the NORM protocol

The NORM protocol SHALL be capabl e of operating in an end-to-end
fashion with no assistance frominternediate systens beyond basic IP
mul ti cast group managenent, routing, and forwardi ng services. Wile
the techniques utilized in NORM are principally applicable to flat,
end-to-end P nulticast topol ogies, they could also be applied in the
sub-l evel s of hierarchical (e.g., tree-based) nulticast distribution
if so desired. NORM can nake use of reciprocal (anong senders and
recei vers) multicast conmunication under the Any-Source Milticast
(ASM nodel defined in "Host Extensions for |IP Milticasting"

[ RFC1112], but it SHALL al so be capabl e of scal able operation in
asymetric topol ogi es such as Source-Specific Miulticast (SSM

[ RFC4607] where only unicast routing service is available fromthe
receivers to the sender(s).

NORM i s conpatible with 1Pv4 and | Pv6. Additionally, NORM can be
used wi th networks enpl oyi ng Network Address Transl ation (NAT)

provi ded that the NAT device supports IP nulticast and/or can cache
UDP traffic source port nunbers for remapping feedback traffic from
receivers to the sender(s).

2. Architecture Definition

A Nornession is conprised of participants (NormNodes) acting as
senders and/or receivers. NORM senders transnit data content in the
formof NornCbjects to the session destination address, and the NORM
receivers attenpt to reliably receive the transmtted content using
negative acknow edgnents to request repair. Each NormNode within a
Nor nSession is assuned to have a presel ected unique 32-bit identifier
(Nor mNodel d). NormNodes MUST have uni quely assigned identifiers
within a single NornSession to distinguish between nmultiple possible
senders and to distinguish feedback information fromdifferent
receivers. There are two reserved NornmNodeld val ues. A val ue of
0x00000000 is considered an invalid NormNodeld ( NORM NODE_NONE), and
a value of Oxffffffff is a "wild card" NornNodel d ( NORM NCDE_ANY).
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Whil e the protocol does not preclude nultiple sender nodes
concurrently transmitting within the context of a single NORM session
(i.e., many-to-nmany operation), any type of interactive coordination
anong NORM senders is assunmed to be controlled by the application- or
hi gher-protocol layer. There are sone OPTI ONAL nmechani snms specified
in this docunent that can be | everaged for such application-I|ayer
coordi nati on.

As previously noted, NORM allows for reliable transm ssion of three
different basic types of data content. The first type is

NORM _OBJECT_DATA, which is used for static, persistent blocks of data
content naintained in the sender’s application nenory storage. The
second type is NORM OBJECT FILE, which corresponds to data stored in
the sender’s non-volatile file system The NORM OBJECT_DATA and

NORM OBJECT_FI LE types both represent NorntCbhjects of finite but
potentially very large size. The third type of data content is
NORM_OBJECT_STREAM whi ch corresponds to an ongoi ng transm ssi on of
undefined Iength. This is analogous to the reliable stream service
provided by TCP for unicast data transport. The fornat of the stream
content is application-defined and can be "byte" or "nmessage"
oriented. The NORM protocol provides for "flushing" of the streamto
expedite delivery or possibly enforce application message boundari es.
NORM pr ot ocol inplenmentati ons MAY offer either (or both) in-order
delivery of the streamdata to the receive application or out-of-
order (nore i mediate) delivery of received segnents of the streamto
the receiver application. 1In either case, NORM sender and receiver

i mpl erent ations provide buffering to facilitate repair of the stream
as it is transported.

Al'l NornObjects are logically segnented into FEC codi ng bl ocks and

synbols for transnission by the sender. In NORM a FEC encodi ng
synbol directly corresponds to the payl oad of NORM DATA nessages or
"segnent”. Note that when systematic FEC codes are used, the payl oad

of NORM DATA nessages sent for the first portion of a FEC encodi ng
bl ock are source synbols (actual segnents of original user data),
while the remaining synbols for the block consist of parity synbols
generated by FEC encoding. These parity synbols are generally sent
in response to repair requests, but sone nunber MAY be sent
proactively at the end of each encoding block to increase the

robust ness of transm ssion. Wen non-systematic FEC codes are used,
all synbols sent consist of FEC encoding parity content. |In this
case, the receiver needs to receive a sufficient nunber of synbols to
reconstruct (via FEC decoding) the original user data for the given
bl ock.

Transmitted NormObjects are tenporarily, yet uniquely, identified

wi thin the NornBession context using the given sender’s NornmNodel d,
Nor m nst ancel d, and a tenporary Norniransportld. Depending upon the
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i mpl enentation, individual NORM senders can nanage their

Nor m nst ancel ds i ndependently, or a comon Norm nstanceld could be
agreed upon for all participating nodes within a session, if needed,
as a session identifier. NORM Norniransportld data content
identifiers are sender-assigned and applicable and valid only during
a Nornmbject’s actual transport (i.e., for as long as the sender is
transmitting and providing repair of the indicated NornObject). For
a long-lived session, the Normiransportld field can wap and
previously used identifiers will be re-used. Note that globally

uni que identification of transported data content is not provided by
NORM and, if necessary, is expected to be managed by the NORM
application. The individual segnments or synbols of the Nornthject
are further identified with FEC payl oad identifiers that include
codi ng bl ock and synbol identifiers. These are discussed in detai
later in this document.

2.1. Protocol Operation Overview

A NORM sender primarily generates nessages of type NORM DATA. These
nmessages carry original data segnents or FEC synmbols and repair
segnent s/ synbol s for the bulk data/file or stream NornmObj ects being
transferred. By default, redundant FEC synbols are sent only in
response to receiver repair requests (NACKs) and thus normally little
or no additional transm ssion overhead is inposed due to FEC
encodi ng. However, the NORM inpl enentati on MAY be configured to
proactively transnit sone anount of redundant FEC synbols along with
the original content to potentially enhance perfornmance (e.g.

i nproved delay) at the cost of additional transni ssion overhead.

This configuration is sensible for certain network conditions and can
all ow for robust, asymmetric nmulticast (e.g., unidirectional routing,
satellite, cable) [FecHybrid] with reduced receiver feedback, or, in
sone cases, no feedback.

A sender nessage of type NORM INFO is al so defined and is used to
carry OPTI ONAL out - of -band context information for a given transport
object. A single NORM INFO nessage can be associated with a

Nor nCbj ect. Because of its atom c nature, m ssing NORM | NFO nessages
can be NACKed and repaired with a slightly |ower delay process than
NORM s general FEC-encoded data content. The NORM | NFO nessage can
serve special purposes for sonme bulk transfer, reliable nulticast
applications where receivers join the group md-streamand need to
ascertain contextual infornmation on the current content being
transmitted. The NACK process for NORMINFO wi |l be described |ater.
When t he NORM I NFO nessage type is used, its transm ssi on SHOULD
precede transni ssion of any NORM DATA nessage for the associated

Nor nCbj ect .

The sender al so generates nessages of type NORM CMVMD to assist in
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certain protocol operations such as congestion control, end-of-
transm ssion flushing, group round-trip time (GRTT) estimation,

recei ver synchronization, and OPTI ONAL positive acknow edgment
requests or application-defined commands. The transni ssion of

NORM CMD nessages fromthe sender is acconplished by one of three

di fferent procedures: single, best-effort unreliable transm ssion of
the conmand; repeated redundant transm ssions of the command; and
positively acknow edged commands. The transni ssion techni que used
for a given conmand depends upon the function of the comand.

Several core commands are defined for basic protocol operation
Additionally, inplenentations MAY wi sh to consider providing the
OPTI ONAL application-defined commands that can take advantage of the
transm ssi on net hodol ogi es avail able for commands. This allows for
application-level session nmanagenent mechani sns that can nmake use of
i nformati on avail able to the underlying NORM protocol engine (e.qg.
round-trip timng, transmission rate, etc.). A notable distinction
bet ween NORM DATA nessage and sonme NORM CMD nessage transmissions is
that typically a receiver will need to allocate resources to nanage
reliable reception when NORM DATA nessages are received. However,
some NORM CMD nessages are conpletely atom c and no specific
reliability (buffering) state needs to be kept. Thus, for session
managenment or other purposes, it is possible that even participants
acting principally as data receivers MAY transnmt NORM CVD nessages.
However, it is RECOMMENDED that this is not done within the context
of the NORM nul ticast session unless congestion control is addressed.
For exanpl e, nany receiver nodes transmitting NORM CVD nessages

si nul t aneously can cause congestion for the destination(s).

Al'l sender transm ssions are subject to rate control governed by a
peak transnission rate set for each participant by the application
This can be used to lint the quantity of nulticast data transnitted
by the group. Wen NORM s congestion control algorithmis enabl ed,
the rate for senders is automatically adjusted. |In some networks, it
is desirable to establish mnimum and maxi mum bounds for the rate

adj ust nent dependi ng upon the application even when dynanic
congestion control is enabled. However, in the case of the genera

I nternet, congestion control policy SHALL be observed that is

conmpati ble with coexistent TCP fl ows.

NORM r ecei vers generate nessages of type NORM NACK or NORM ACK in
response to transm ssions of data and commands from a sender. The
NORM NACK nessages are generated to request repair of detected data
transm ssion | osses. Receivers generally detect |osses by tracking

t he sequence of transmi ssion froma sender. Sequencing information
is enbedded in the transnitted data packets and end-of -transm ssion
commands fromthe sender. NORM ACK nmessages are generated in
response to certain commands transmtted by the sender. 1In the
general (and nost scal able) protocol npode, NORM ACK nessages are sent
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only in response to congestion control commands fromthe sender. The
f eedback vol ume of these congestion control NORM ACK nessages is
controll ed using the same tiner-based probabilistic suppression
techni ques as for NORM NACK nessages to avoi d feedback inmplosion. In
order to neet potential application requirenents for positive

acknow edgnment fromreceivers, other NORM ACK nessages are defined
and are avail able for use.

2.2. Protocol Building Blocks

The operation of the NORM protocol is based primarily upon the
concepts presented in the Miulticast NACK Buil di ng Bl ock [ RFC5401]
docunment. This includes the basic NORM architecture and the data
transm ssion, repair, and feedback strategies discussed in that
docunent. The reliable multicast building bl ock approach, as
described in "Reliable Milticast Transport Building Bl ocks for One-
to- Many Bul k-Data Transfer" [RFC3048], is applied in creating the
full NORM protocol instantiation. NORM also nakes use of the parity-
based encodi ng techni ques for repair nessagi ng and added transm ssion
robustness as described in "The Use of Forward Error Correction (FEC
in Reliable Multicast" [RFC3453]. NORM uses the FEC Payload ID as
specified by the FEC Buil di ng Bl ock docunent [RFC5052].

Additionally, for congestion control, this docunent fully specifies a
basel i ne congestion control nechani sm (NORM CC) based on the TCP-
Friendly Milticast Congestion Control (TFMCC) schene [ Tf nccPaper],

[ RFC4654] .

2.3. Design Trade-Ofs

Whil e the various features of NORM provi de sone neasure of genera
purpose utility, it is inportant to enphasi ze the understandi ng that
"no one size fits all" in the reliable nulticast transport arena.
There are numerous engi neering trade-offs involved in reliable

mul ticast transport design and this necessitates an increased

awar eness of application and network architecture considerations.

Per formance requirenments affecting design can include: group size,

het erogeneity (e.g., capacity and/or delay), asymetric delivery,
data ordering, delivery delay, group dynamics, nobility, congestion
control, and transport across |ow capacity connections. NORM
contai ns various paraneters to accomopdate many of these differing
requi renents. The NORM protocol and its nechani sns MAY be applied in
mul ticast applications outside of bulk data transfer, but there is an
assuned nodel of bulk transfer transport service that drives the
trade-offs that determine the scalability and performance descri bed
in this docunent.

The ability of NORMto provide reliable data delivery is also
governed by any buffer constraints of the sender and receiver
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applications. NORM protocol inplenentations SHOULD operate with the
greatest efficiency and robustness possible wthin application-
defined buffer constraints. Buffer requirenents for reliability, as
al ways, are a function of the del ay-bandw dth product of the network
topol ogy. NORM perfornms best when all owed nore buffering resources
than typical point-to-point transport protocols. This is because
NORM f eedback suppression is based upon randonly del ayed

transm ssions fromthe receiver set, rather than inmediately
transmtted feedback. There are definitive trade-offs between buffer
utilization, group size scalability, and efficiency of performance.
Large buffer sizes allow the NORM protocol to perform nost
efficiently in | arge del ay-bandw dth topol ogi es and all ow for |onger
f eedback suppression backoff timeouts. This yields inproved group
size scalability. NORM can operate with reduced buffering but at a
cost of decreased efficiency (lower relative goodput) and reduced
group size scalability.

3. Conformance Statenent

This RMI Protocol Instantiation docunent, in conjunction with the
"Mul ti cast Negative- Acknow edgnent (NACK) Buil di ng Bl ocks" [RFC5401]
and "Forward Error Correction (FEC) Buil ding Bl ock" [RFC5052]

Bui I di ng Bl ocks, conmpletely specifies a working reliable nulticast
transport protocol that conforns to the requirenents described in RFC
2357.

Thi s docunent specifies the follow ng nessage types and nechani sns
that are REQUI RED i n conplyi ng NORM protocol inplenentations:

e e e e a - o e o e e e e e e e e e e e e e e e e e e e e +

| Message Type | Purpose |

e e o e e e e +
NORM_DATA Sender nessage for application data
transm ssion. |nplenmentations MJST

support at |east one of the
NORM_OBJECT_DATA, NORM OBJECT_FI LE, or
NORM OBJECT_STREAM del i very services. The
use of the NORM FEC Obj ect Transmi ssion

I nformati on header extension is OPTI ONAL
wi t h NORM DATA nessages.

Sender conmand to excite receivers for
repair requests in lieu of ongoing

NORM DATA transm ssions. Note the use of
t he NORM CVD( FLUSH) for positive

acknow edgnent of data receipt is

OPTI ONAL.

NORM CMD( FLUSH)
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| Sender conmmand to advertise its current |
| valid repair window in response to invalid

| requests for repair. |
| Sender command to advertise current repair

| (and congestion control state) to group

| when uni cast feedback nessages are

| detected. Used to control/suppress

| excessive receiver feedback in asymetric

| multicast topol ogies.

| Sender command used in collection of |
| round-trip timng and congestion control

| |
| |
| |
| |
| |
| |
| |
| |
| |

NORM_CMD( SQUELCH)

NORM_CMD( REPAI R_ADV)

NORM_CMD( CC)

status fromgroup (this is OPTIONAL if
alternative congestion control nechani sm
and round-trip tinming collection is used).
Recei ver nmessage used to request repair of
m ssing transnmtted content.

Recei ver message used to proactively

provi de feedback for congestion control
purposes. Al so used with the OPTI ONAL
NORM Posi ti ve Acknow edgnment Process.

NORM_NACK

NORM_ACK

Thi s docunent al so describes the foll ow ng nessage types and
associ ated nmechani sns that are OPTIONAL for conplyi ng NORM pr ot ocol
i mpl enent ati ons:

NORM | NFO Sender nessage for providing ancillary |
context infornmation associated with NORM |
transport objects. The use of the NORM |
FEC Obj ect Transmni ssion |Information |
header extension is OPTIONAL with |
NORM_I NFO nessages. |
NORM_CMD( EQT) Sender command to indicate it has reached |
end-of -transni ssion and will no | onger |
respond to repair requests. |
Sender command to support |
application-defined, positively |
acknow edged commands sent outside of the |
context of the bulk data content being |
transmtted. The NORM Positive |
Acknowl edgnent Procedure associated with |

|

this message type is OPTI ONAL.

NORM_CMD( ACK_REQ)
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NORM_CMD( APPLI CATI ON) Sender conmmand cont ai ni ng
appl i cation-defined commands sent outside
of the context of the bulk data content

I

I

I
being transmtted.

I

I

I

NORM_REPORT Optional nessage type reserved for
experinental inplenentations of the NORM
pr ot ocol
Fom e e e a i oo oo o e e e e e e e e e e e e e e e e e e e e aa +

4. Message Formats

There are two primary classes of NORM nessages (see Section 2.1):
sender nessages and receiver nessages. NORM CVD, NORM | NFO, and

NORM _DATA nessage types are generated by senders of data content, and
NORM_NACK and NORM ACK nessages generated by receivers within a

Nor nSessi on. Sender nessages SHALL be governed by congestion contro
for Internet use. For session nmanagenent or other purposes,
receivers can al so enpl oy NORM CMVMD nessage transm ssions. The
principal rationale for distinguishing sender and recei ver nessages
is that receivers will typically need to allocate resources to
support reliable reception fromsender(s) and NORM sender nessages
are subject to congestion control. NORMreceivers MAY enpl oy the
NORM CMD nessage type for application-defined purposes, but it is
RECOMVENDED t hat congestion control and feedback inpl osion issues be
addressed. Additionally, an auxiliary nessage type of NORM REPORT is
al so provided for experinmental purposes. This section describes the

nmessage formats used by the NORM protocol. These nessages and their
fields are referenced in the detailed functional description of the
NORM protocol given in Section 5. Individual NORM nessages are

conpatible with the Maxi mum Transnission Unit (MIU) linitations of
encapsul ating Internet protocols including IPv4, 1Pv6, and UDP. The
current NORM protocol specification assunes UDP encapsul ati on and

| everages the transport features of UDP. The NORM nessages are

i ndependent of network addresses and can be used in |IPv4 and | Pv6
net wor ks.

4.1. NORM Commobn Message Header and Extensions

There are sonme comon nessage fields contained in all NORM nessage
types. Additionally, a header extension nmechanismis defined to
expand the functionality of the NORM protocol w thout revision to
this docunent. Al NORM protocol nessages begin with a comon header
with information fields as foll ows:
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0 1 2 3
01234567890123456789012345678901
i T o T e e e et o S s S R R SR

| version| type | hdr _| en | sequence

B T e o i S I i i S S N iy St S I S S
| source_id

T e e i i e e T e s o S HI SR N SR

Fi gure 1: NORM Conmon Message Header For nat

The "version"” field is a 4-bit value indicating the protocol version
nunber. NORM i npl enentati ons SHOULD i gnore recei ved nmessages with
version nunbers different fromtheir own. This nunber is intended to
i ndi cate and di stingui sh upgrades of the protocol that are non-

i nteroperable. The NORM version nunber for this specificationis 1

The message "type" field is a 4-bit value indicating the NORM
protocol nessage type. These types are defined as foll ows:

| NORM | NFO |
| NORM DATA |
| NORM CMVD |
| NORM NACK |
| NORM_ACK |
| NORM REPORT |

The 8-bit "hdr_len" field indicates the nunber of 32-bit words that
conprise the given nessage’s header portion. This is used to
facilitate the addition of header extensions. The presence of header
extensions is inplied when the "hdr_len" value is greater than the
base val ue for the given nessage "type"

The "sequence" field is a 16-bit value that is set by the nessage
originator. The "sequence" field serves two separate purposes,
dependi ng upon the nmessage type:

1. NORM senders MIST set the "sequence" field of sender nessages
(NORM | NFO, NORM DATA, and NORM CMVMD) so that receivers can
nmoni tor the "sequence" value to naintain an estimte of packet
| oss that can be used for congestion control purposes (see
Section 5.5.2 for a detailed description of NORM Congesti on
Control operation). A nmonotonically increasing sequence nunber
space MUST be nmaintained to mark NORM sender nessages in this
way. Note that this "sequence" nunber is explicitly NOT used in
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NORM as part of its reliability procedures. The NORM object and
FEC payload identifiers are used to detect mnissing content for
reliable transfer purposes.

2. NORMreceivers SHOULD set the "sequence" field to support
protection from nessage replay attacks of NORM NACK or NORM NACK
messages. Note that, dependi ng upon configuration, NORM feedback
nmessages are sent to the session nulticast address or the unicast
address(es) of the active NORM sender(s). Thus, a separate,
nmonot oni cal |y i ncreasi ng sequence nunber space MJST be maint ai ned
for each destination address to which the NORM receiver is
transmitting feedback nessages.

Note that these two separate purposes necessitate the maintenance of
separate sequence spaces to support the functions described here.
And, in the case of NORMreceivers, additional sequence spaces are
needed when feedback messages are sent to the sender unicast
address(es) instead of the session address.

The "source_id" field is a 32-bit value that uniquely identifies the
node that sent the nessage within the context of a single

Nor nSession. This value is terned the NORM node identifier

(Nor mMNodel d) and uni que Nor mNodel ds MJST be assigned within a single
Nor mBSession. |In sone cases, use of the host |Pv4 address or a hash
of an address can suffice, but alternative nethodol ogies for

assi gnnent and potential collision resolution of node identifiers
within a multicast session SHOULD be considered. For exanple, the
techni ques for managi ng the 32-bit "synchronization source" (SSRC)
identifiers defined in the Real -Tinme Protocol (RTP) specification

[ RFC3550] are applicable for use with NORM node identifiers when an
ASM traffic nodel is observed. In nost deploynents of the NORM
protocol to date, the NormNodel d assignnents are administratively
configured, and this form of NormNodeld assignnent is RECOMVENDED f or
nmost purposes. NORM sender NormNodel d val ues MUST be uni que within
an ASM session so that NORM recei ver feedback can be properly
demul ti pl exed by senders, and NORM recei ver Nor mNodel d val ues MJST
al so be uni que for congestion control operation or when the OPTI ONAL
positive acknow edgnent mechani smis used.

NORM Header Extensi ons

When header extensions are applied, they follow the nessage type’'s
base header and precede any payload portion. There are two formats
for header extensions, both of which begin with an 8-bit "het"
(header extension type) field. One format is provided for variabl e-
I ength extensions with "het" values in the range fromO through 127.
The other format is for fixed-length (one 32-bit word) extensions
with "het" values in the range from 128 t hrough 255.
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For variabl e-l1 ength extensions, the value of the "hel" (header
extension length) field is the length of the entire header extension
expressed in multiples of 32-bit words. The "hel" field MJST be
present for variable-length extensions ("het" between 0 and 127) and
MUST NOT be present for fixed-length extensions ("het" between 128
and 255).

The formats of the variable-length and fixed-1|ength header extensions
are given, respectively, here:
0 1 2 3
01234567890123456789012345678901
B ok T S S S e it S R R et et TEIE SRR SR S S S S S s i e o =
| het <=127 | hel |
B et i s o |
| Header Extension Content
L .

B i e T i s S o S S e
Fi gure 2: NORM Vari abl e- Lengt h Header Extensi on For nat

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S

| het >=128 | reserved | Header Extension Content
B s S S i i i ks a ks st S S S S S S

Fi gure 3: NORM Fi xed-Length (32-bit) Header Extension Fornat

The "Header Extension Content” portion of the header extension is
defined for each extension type. Sone header extensions are defined
within this docunent for NORM baseline FEC and congestion contro
operations.

4.2. Sender Messages

NORM sender nessages include the NORM DATA type, the NORM I NFO type,
and the NORM CMVD type. NORM DATA and NORM I NFO nessages contain
application data content while NORM CVMD nessages are used for various
protocol control functions.

4.2.1. NORM DATA Message

The NORM DATA nessage is generally the predoninant type transnitted
by NORM senders. These nessages are used to encapsul ate segnented
data content for objects of type NORM OBJECT_DATA, NORM OBJECT FI LE,
and NORM OBJECT_STREAM  NORM DATA nessages contain original or FEC
encoded application data content.
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The format of NORM DATA nessages is conprised of three | ogica
portions: 1) a fixed-format NORM DATA header portion, 2) a FEC
Payl oad I D portion with a format dependent upon the FEC encodi ng
used, and 3) a payload portion containing source or encoded
application data content. Note for objects of type
NORM OBJECT _STREAM the payl oad portion contains additional fields
used to appropriately recover streamcontent. NORM i npl enentations
MAY al so extend t he NORM DATA header to include a FEC Obj ect
Transm ssion Information (EXT_FTlI) header extension. This allows
NORM receivers to automatically allocate resources and properly
perform FEC decodi ng wi t hout the need for pre-configuration or out-
of -band i nformation
0 1 2 3
01234567890123456789012345678901
i T o T e e e et o S s S R R SR
| versi on| type=2| hdr _| en | sequence |
B T e o i S I i i S S N iy St S I S S
| source_id
T e e i i e e T e s o S HI SR N SR
| instance_id | grtt | backof f| gsize
i S i i i o i e e S s e R R SR
| flags | fec_id | object _transport _id
B i T o S o i S S i s S S S S S S
fec_payl oad_id

-+
B Lt r s i i i o o T s ks S R S
| header _extensions (if applicable)
B T e o i S I i i S S N iy St S I S S
| payl oad_I| en* | payl oad_nsg _start*
B s S S i i i ks a ks st S S S S S S
| payl oad_of f set *
R R R R e e s o S e R S S S S S S e e e e e
| payl oad_dat a*
+-

I T it s S SR e e e S T S S et (I SRR e S S e e el S SRR SR
Fi gure 4: NORM DATA Message For mat

*] MPORTANT NOTE: The "payl oad_l en", "payload_nsg_start" and

"payl oad_offset" fields are present only for objects of type

NORM OBJECT _STREAM  These fields, as with the entire payload, are
subj ect to any FEC encodi ng used. Thus, when systenmatic FEC codes
are used, these values can be directly interpreted only for packets
cont ai ni ng source synbol s whil e packets containing FEC parity content
need decodi ng before these fields can be interpreted.

The "version", "type", "hdr_len", "sequence", and "source_ id" fields
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formthe NORM common nessage header as described in Section 4.1. The
val ue of the NORM DATA "type" field is 2. The NORM DATA base
"hdr_len" value is 4 (i.e., four 32-bit words) plus the size of the
"fec_payload_id" field. The "fec_payload_id" field size depends upon
the FEC encodi ng type referenced by the "fec_id" field. For exanple,
when smal |l bl ock, systematic codes are used, a "fec_id" value of 129
is indicated, and the size of the "fec _payload id" is two 32-bit
words. In this case the NORM DATA base "hdr_len" value is 6. The
cumul ative size of any header extensions applied is added into the
"hdr _len" field.

The "instance_ id" field contains a value generated by the sender to
uniquely identify its current instance of participation in the

Nor mBession. This allows receivers to detect when senders have
perhaps left and rejoined a session in progress. Wen a sender
(identified by its "source_id") is detected to have a new
"instance_id", the NORM receivers SHOULD drop their previous state on
the sender and begin reception anew, or at least treat this
"instance" as a new, separate sender

The "grtt" field contains a non-linear quantized representation of
the sender’s current estimate of group round-trip tinme (GRTT_sender)
(this is also referred to as R max in [TfnccPaper]). This value is
used to control tinmng of the NACK repair process and other aspects
of protocol operation as described in this docunent. Normally, the
advertised "grtt" value will correspond to what the sender has
nmeasur ed based on feedback fromthe group, but, at |ow transm ssion
rates, the advertised "grtt" SHALL be set to MAX(grttMeasured,

Nor nSegnent Si ze/ sender Rat e) where t he NornfSegnment Si ze is the sender’s
segnment size in bytes and the senderRate is the sender’s current
transmission rate in bytes per second. The algorithmfor encoding
and decoding this field is described in the Miulticast NACK Buil di ng
Bl ock [ RFC5401] docunent.

The "backoff" field value is used by receivers to determ ne the

maxi mum backoff timer value used in the timer-based NORM NACK
feedback suppression. This 4-bit field supports values from 0-15
that are nultiplied by GRTT _sender to deternine the maxi num backof f
timeout. The "backoff" field infornms the receivers of the sender’s
backoff factor paraneter (K sender). Recomrended val ues and their
uses are described in the NORM recei ver NACK procedure description in
Section 5. 3.

The "gsize" field contains a representation of the sender’s current
estimate of group size (GSIZE sender). This 4-bit field can roughly
represent values fromten to 500 mllion where the nost significant
bit value of 0 or 1 represents a nmantissa of 1 or 5, respectively,
and the three least significant bits incremented by one represent a
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base- 10 exponent (order of nmagnitude). For exanple, a field val ue of
"0x0" represents 1.0e+01 (10), a value of "0x8" represents 5.0e+01
(50), a value of "Ox1" represents 1.0e+02 (100), and a val ue of "Oxf"
represents 5.0e+08. For NORM f eedback suppression purposes, the
group size does not need to be represented with a high degree of
precision. The group size MAY even be estimated sonmewhat
conservatively (i.e., overestinated) to nmaintain | ow | evel s of
feedback traffic. A default group size estimate of 10,000 ("gsize" =
0x3) is RECOMMENDED for general purpose reliable nmulticast
applications using the NORM prot ocol

The "flags" field contains a nunber of different binary flags
providing information and hints for the receiver to appropriately
handl e the identified object. Defined flags in this field include:

NORM _FLAG REPAI R I ndi cates nessage is a repair

t ransm ssi on

I ndi cates a repair segnent

i ntended to neet a specific
recei ver erasure, as conpared to
parity segnents provided by the
sender for general purpose (wth
respect to a FEC codi ng bl ock)
erasure filling.

I ndi cates availability of

|
NORM_FLAG EXPLI CI T |
|
|
|
|
|
|
NORM_ I NFO f or obj ect.
|
|
|
|
|
|
|
|
|
|

NORM_FLAG_|I NFO 0x04

NORM _FLAG_UNRELI ABLE 0x08 I ndicates that repair

transm ssions for the specified
object will be unavail able
(one-shot, best-effort
transm ssi on).

I ndi cates object is file-based
data (hint to use disk storage for
reception).

I ndi cates object is of type
NORM_OBJECT_STREAM

NORM _FLAG FI LE

NORM FLAG STREAM

NORM FLAG REPAIR is set when the associated nessage is a repair
transmi ssion. This information can be used by receivers to help
observe a join policy where it is desired that newy joining
receivers only begin participating in the NACK process upon receipt
of new (non-repair) data content. NORMFLAG EXPLICIT is used to mark
repair nessages sent when the data sender has exhausted its ability
to provide "fresh" (not previously transnmtted) parity segnents as
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repair. This flag could possibly be used by internedi ate systens

i mpl ementing functionality to control sub-casting of repair content
to different legs of a reliable nulticast topology with disparate
repair needs. NORMFLAG INFO is set only when OPTI ONAL NORM | NFO
content is actually available for the associ ated object. Thus,
receivers will NACK for retransnission of NORMINFO only when it is
avail able for a given object. NORM FLAG UNRELI ABLE is set when the
sender wishes to transmt an object with only "best effort" delivery
and will not supply repair transm ssions for the object. NORM

recei vers SHOULD NOT execute repair requests for objects marked with
the NORM FLAG UNRELI ABLE flag. There are cases where receivers can
i nadvertently request repair of such objects when all segnents (or
info content) for those objects are not received (i.e., a gap in the
"object _transport _id" sequence is noted). In this case, the sender
SHALL i nvoke the NORM CMD( SQUELCH) process as described in

Section 4.2.3.

NORM FLAG FI LE can be set as a hint fromthe sender that the
associ at ed obj ect SHOULD be stored in non-volatile storage.

NORM FLAG STREAM i s set when the identified object is of type

NORM OBJECT_STREAM  The presence of NORM FLAG STREAM overrides that
of NORM FLAG FILE with respect to interpretation of object size and
the format of NORM DATA nessages.

The "fec_id" field corresponds to the FEC Encodi ng Identifier
described in the FEC Buil ding Bl ock docunent [RFC5052]. The "fec_ id"
value inplies the format of the "fec_payload_id" field and, coupled
with FEC bject Transnission Information, the procedures to decode
FEC-encoded content. Small block, systematic codes ("fec_id" = 129)
are expected to be used for nbst NORM purposes and systematic FEC
codes are RECOMMENDED for the nost efficient perfornmance of

NORM _OBJECT_STREAM transport.

The "object_transport_id" field is a nonotonically and increnentally
i ncreasing val ue assigned by the sender to Nornthjects being
transmitted. Transnissions and repair requests related to that

obj ect use the sane "object transport_id" value. For sessions of
very long or indefinite duration, the "object transport_id" field
will wap and be repeated, but it is presuned that the 16-bit field
size provides a sufficient sequence space to avoid object confusion
anongst receivers and sources (i.e., receivers SHOULD re-synchronize
with a server when receiving object sequence identifiers sufficiently
out-of-range with the current state kept for a given source). During
the course of its transmi ssion within a NORM session, an object is
uni quely identified by the concatenation of the sender "source_id"
and the given "object _transport_id". Note that NORM.INFO nessages
associated with the identified object carry the sane

"obj ect _transport _id" val ue.
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The "fec_payload_id" identifies the attached NORM DATA "payl oad"
content. The size and format of the "fec_payload_id" field depends
upon the FEC type indicated by the "fec_id" field. These formats are
given in the descriptions of specific FEC schenmes such as those
described in the FEC Basic Schemes [ RFC5445] specification or in
other FEC Schenes. As an exanple, the format of the "fec_payload id"

format for Small Bl ock, Systematic codes ("fec_id" = 129) fromthe
FEC Basi ¢ Schemes [ RFC5445] specification is given here:
0 1 2 3

01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| sour ce_bl ock_nunber
B s S S i i i ks a ks st S S S S S S
| source_bl ock_l en | encodi ng_synbol _id
R R R R e e s o S e R S S S S S S e e e e e

Figure 5: Exanple: FEC Payload Id Format for 'fec_id = 129

In this exanple, FEC payload identifier, the "source_bl ock nunber",
"source_block | en", and "encodi ng_synbol id" fields correspond to the
"Source Bl ock Number", "Source Block Length", and "Encodi ng Synbo

ID" fields of the FEC Payload ID format for Small Bl ock Systematic
FEC Schenes identified by a "fec_id" value of 129 as specified by the
FEC Basi ¢ Schenes [ RFC5445] specification. The "source_bl ock _nunber"
identifies the coding block’s relative position with a NornObject.
Note that, for NornObjects of type NORM OBJECT STREAM the

"source_bl ock_nunmber" will wap for very long-lived sessions. The
"source_bl ock_| en" indicates the nunber of user data segnents in the
identified coding block. Gven the "source_block_|len" information of
how many synbols of application data are contained in the block, the
recei ver can deternine whether the attached segnent is data or parity
content and treat it appropriately. Applications MAY dynamcally
"shorten" code bl ocks when the pending information content is not
predictable (e.g., real-tinme nmessage streans). |In that case, the
"source_bl ock_| en" value given for an "encodi ng_synbol _id" that
contains FEC parity content SHALL take precedence over the
"source_bl ock | en" value provided for any packets containing source
synbols. Al so, the "source_block |en" value given for an ordinally
hi gher "encodi ng_synbol _i d" SHALL take precedence over the
"source_bl ock_| en" given for prior encoding synbols. The reason for
this is that the sender will only know t he maxi num source bl ock
length at the tinme it is transmtting source synbols, but then
subsequently "shorten" the code and then provide that |ast source
synbol and/or encodi ng synbols with FEC parity content. The

"encodi ng_synbol _id" identifies which specific synbol (segnent)
within the coding block the attached payl oad conveys. Dependi ng upon
the val ue of the "encodi ng_synbol id" and the associ at ed
"source_bl ock | en" parameters for the bl ock, the synbol (segnent)
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referenced will be a user data or a FEC parity segnment. For
systemati c codes, encoding synmbols nunbered | ess than the

source_bl ock_len contain original application data while segnments
greater than or equal to source_block |en contain parity synbols
calcul ated for the block. The concatenation of object_transport_id::
fec_payload_id can be viewed as a unique transport protocol data unit
identifier for the attached segnent with respect to the NORM sender’s
i nstance within a session.

Addi tional FEC (bject Transnission Information (FTI) (as described in
the FEC Buil di ng Bl ock [ RFC5052]) document is needed to properly
recei ve and decode NORM transport objects. This infornmation MAY be
provi ded as out-of-band session information. In sone cases, it wll
be useful for the sender to include this information "in-band" to
facilitate receiver oper